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Context

Use baby-LLM( GPU <= 16 GB VRAM)

Solve Ukrainian External Independent 
Evaluation Question (ZNO)

History Literature Language



Context

Use baby-LLM( GPU <= 16 GB VRAM)

Open ended 
questions



Current 
landscape

• English is preponderant in LLM 
training.
• Many language such as 

Ukrainian are under-represented 
in datasets.



Combining
techniques

Retrieval 
Augmented 
Generation

FinetuningMerging



Overview of our approach



Model Selection

Model ZNO 
Accuracy

Llama-2-7B-32K-
Instruc

19.13

gemma-7b-it 23.70

Mistral-7B-Instruct-
v0.2

30.89



Experiment 
set-up • Quantized version of the model.



RAG

• Knowledge Base:
• Ukrainian Wiki (~ 3.8 GB)
• Ukrainian Text-Books
• Multi-step approach



RAG – Multi-step approach

• Used LLM to infer intermediate queries.

• Used LLM to extract n-grams.
• Used n-grams to find relevant
documents.

System: You are a teacher of the Ukrainian language and you want to find 
some documents that contain the answer to the request.
System: You will follow all instructions.
Instruction: You may have to do several searches to get the answer.

======example 1=====
Question: What song did ADDT compose: (a) Driving by the sea; (b) 
Movement

Answer: 3 queries need to be run:
(a) What is ADDT
(b) When Driving by the Sea was created
(c) When Moving Around is created



RAG – Multi-step approach

• Improved results.

Model ZNO Accuracy 

Mistral-7B-Instruct-v0.2-RAG 40.21



Finetuning (PEFT)

•  Instruction dataset:
• UA-SQUAD
• Ukrainian StackExchange
• UAlpaca Dataset
• Ukrainian Subset from Belebele Dataset
• Ukrainian Subset from XQA
• ZNO Dataset provided in UNLP 2024 shared task

Model ZNO Accuracy 

Mistral-7B-Instruct-v0.2-RAG 40.21

Mistral-7B-Instruct-v0.2-FT 32.75

https://huggingface.co/datasets/FIdo-AI/ua-squad/resolve/main/ua_squad_dataset.json
https://huggingface.co/datasets/zeusfsx/ukrainian-stackexchange
https://github.com/robinhad/kruk/blob/main/data/cc-by-nc/alpaca_data_translated.json
https://github.com/facebookresearch/belebele
https://github.com/thunlp/XQA
https://github.com/unlp-workshop/unlp-2024-shared-task/blob/main/data/zno.train.jsonl


Finetuning (PEFT)

• Adding unstructured data:
• Ukrainian textbooks
• Ukrainian Wiki

Model ZNO Accuracy 

Mistral-7B-Instruct-v0.2-RAG 40.21

Mistral-7B-Instruct-v0.2-FT 32.75

Mistral-7B-Instruct-v0.2-FT-EXTRA 33.02



Finetuning (PEFT) + RAG

• Combining the two methods

Model ZNO Accuracy 

Mistral-7B-Instruct-v0.2-RAG 40.21

Mistral-7B-Instruct-v0.2-FT 32.75

Mistral-7B-Instruct-v0.2-FT-EXTRA 33.02

Mistral-7B-Instruct-v0.2-FT-EXTRA-RAG 41.14



Merging models

• Trend on Open-LLM
• Merged our finetuned model with Cultrix/NeuralTrix-7B-dpo

Model ZNO Accuracy 

Mistral-7B-Instruct-v0.2-RAG 40.21

Mistral-7B-Instruct-v0.2-FT 32.75

Mistral-7B-Instruct-v0.2-FT-EXTRA 33.02

Mistral-7B-Instruct-v0.2-FT-EXTRA-RAG 41.14
Mistral-7B-Instruct-v0.2-FT-EXTRA-RAG-
MERGED

49.13



Comparing with closed models

Model History Literature & Language

GPT 4 82.95 47.12

Gemini 71.97 40.99

Ours 64 34.5

GPT3.5-Turbo 52.37 26.65

Thanks to UkraineNow for the results on GPT4, Gemini and 3.5Turbo



Results on Open-Ended Questions – TrueSkill

Thanks to the organizers for the computed results.



Thank you!

• The model is available at:
https://huggingface.co/SherlockAssistant/Mistral-7B-Instruct-Ukrainian

https://huggingface.co/SherlockAssistant/Mistral-7B-Instruct-Ukrainian

