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== Motivation:
Why do language

fine-tuning?



LargeLanguage - Meodels

Large English Models
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— Training datasets

Training dataset
of LLama 3 8B is
95% English with
only 5% left for
all the other

languages 2 N}
(according to - o
Andrej Karpathy) Ry 75
: ENGLISH
-/ o

Leads to

immense cultural ALL OTHER =5
LANGUAGES

bias


https://twitter.com/karpathy/status/1781028605709234613
https://twitter.com/karpathy/status/1781028605709234613

Official ChatGPT tokenizer
EN UA

Tokens Characters
Tokens Characters

219 914 249 919

PywHuk — ue, MabyTb, HalkopucHiwa piy, Ky Moxe Hocutu 3 coboiw Mix30psHuMI
MaHOpiBHUK. @®acTkoBo ToMy, ®8o BiH Mab@ Benuky npa®BTUyHY UiHHicTb. Bu
MoXeTe 0BFOpHYTM HuUM cebe mna Temna, Konu nepeckaky@@re uyepes xonopHi Mi

A towel is just about the most massively useful thing an interstellar
hitchhiker can carry. Partly because it has great practical value. You
can wrap it around you for warmth as you bound across the cold moons of

Jaglan Beta; you can lie on it on the brilliant marble-sanded beaches of caui @@rnaH beta; BM MoxeTe flexaTu Ha HbOMY Ha GAMCKYYMX MapMypoBO-milaHu
Santraginus V, inhaling the heady sea vapours; you can sleep under it X nnsaxax CaHTpaGOiHyca V, BOMUXaw4M N'SHKMA MOPCbKUWA BUNap; BW MoXeTe cnart
beneath the stars which shine so redly on the desert world of Kakrafoon; M Nig HMM nip 3ipkamu, fKi Tak YEepBOHO CBiTATb Ha NycTenbHin nnaHeTi Kak
use it to sail a miniraft down the slow heavy River Moth; wet it for use padyH; BMKOpUCTOBYBaTM BBOro pons nnaBaHHA Ha MiHinnoOTi BHM3 3a MOBinbHOW
in hand-to-hand combat; wrap it around your head to ward off noxious £ BaXkKol piukow MoT; 3MouuTu BGOro ons BMKOPUCTAHHA y pykonaliHoMy 60i0; o6r
umes or avoid the gaze of the Ravenous Bugblatter Beast of Traal (a mind OPHYTU HUM CBOW r0fI0BY, ®B06 YHUKHYTW WKimAuBux Bumapis a6o mornsgy @@ani

SBogglingly stupidianimal, It assumes thatiif youlican't seelill, It can't 6H0®® 3Bipwkn Byrbnattepa 3 Tpaana (HeiiMOBipHO AypHe TBapuHa, BOHO BBaxal

@, 880 akuwo BOHO He 6auuTh Bac, TO BM He BauuTe @Boro — Tyne sk @BBiTka, a
ne gyxe Oyxe xapnibHe); Bu MoxeTe MaxaTu CBOB®M pYWHMKOM y Hag3BUYAMHUX C

see you — daft as a brush, but very very ravenous); you can wave your
towel in emergencies as a distress signal, and of course you can dry

yourself off with it if it still seems to be clean enough. . : : —
uTyauisax sk curHanom 6igm, i, 3BMYaANHO, BU MOXETE BUTEPTUCH HUM.

Text  Token IDs
Text  Token IDs

The model sees no characters, it sees tokens.
EN tokens are longer, making the entire text shorter for the model.
That means larger context window and cheaper usage.


https://platform.openai.com/tokenizer

Code switching
Want to help me make

o In Ukraine bilingualism is

un castillo? iSilLet's make a castle
grande! extremely common.

Although almost never written,
one can encounter oral
code-switching everywhere.
We even had a Prime-Minister
Mykola Azarov who was
mocked a lot for code-switching
all the time.

Neither of these kids have DLD. Code-switching
is a normal part of being bilingual.

Human 2: RN SREBTNBFEREE Lo,  Demple L ecl“ | Aﬁl PI }““ A
AEEREELNS EbANA, Azirivka: TBip mpo KOJUIEKIHIO KOJBOPOBBIX

(Human2:Please provide a country-level ranking of global ~ 0diBIoB Bacuis ['onmoboponpxa.
military capabilities, excluding non-state organizations and ~ English: An essay about Vasyl Holoborodko’s
other entities.) collection of colored pencils.

Assistant 2: ... 1. EE: HF: ZEHRB[EEHR LS

(RsapuaZe . BEMERENEESSNENCRE [ o

R, . SRIPES .

(Assistant 2: ... 1. United States: Weapons: The United States Azirivke: llpusitars Zpysis c ompyx/erneM
possesses advanced weaponry including the world's latest MO}KI.{O MHOXECTBOM CII0COG0B. . .
lightweight armored vehicles, submarines with the highest English: You can congratulate friends on their
tracking capabilities, and other superior weapons. ...) marriage in many ways.




B Why not making LLMs truly multilingual? ——

e Bigger dataset -> hard to
get, more expensive p
training

e Bigger vocabulary ->
larger model, more
expensive training

e Technical difficulties ->

SIS ) e
code switchin / & . e =
’ s THERE CAN BE ONLY:ONE.
e Reinforced learning from N (i .
human feedback (RLHF)
-> expensive




== Datasets and
experimental
= setup



Page Title Relevance
L. . EMm6ep I'e Not Relevant
Bl Ukrainian Knowledge and Instruction Dataset (UKID) EMyﬂiciHm Not Relevant
Ennokpunna cucrema Not Relevant
e Eneina (Kornspescekuit) | Relevant
(UKII?) has beep created by our team spgmﬂcally Ermehmt Not Relevant
for this fine-tuning task through the following Epurporura Not Relevant
steps: E€nuzasera 11 Not Relevant
Kaman i Cobaku Relevant
) L L i 2Kanp Not Relevant
e Identify 1064 most visited Wikipedia pages YK urorp Relevant

e Filter out 367 pages that are relevant to
Ukrainian context

this page, please pick 5 (five) factual data points
and generate questions for it. a relevant fact that is
connected and serves as a context for the question and answer
. should be complete factual knowledge that could be presented by
. Compose 962 Questlon_Answer_FaCt (QAF) itself. in this format, make sure it’s in
. . _ [
triplets using Gemini 1.0 API. “QuesTION",
“QUESTION", “ANSWER“ ,
“QUESTION", “ANSWER" ,

The resulting UKID dataset is made public. :

generate 5 question/answer/fact\_check




Bl Fine-tuning Gemma and Mistral into Ukrainian

e Datasets: instruction datasets UAlpaca, SQuAD-uk, UKID

e Training setup:
- Gemma: official fine-tuning guidelines from the Vertex Al platform
- Mistral: axolotl tool, configs can be found in our repo

e Hardware: 4x Nvidia Tesla A100-80Gb GPU instance on Google Cloud
Platform


https://github.com/robinhad/kruk
https://github.com/Drastic/squad-uk
https://github.com/GoogleCloudPlatform/vertex-ai-samples/blob/main/notebooks/community/model_garden/model_garden_gemma_kerasnlp_to_vertexai.ipynb
https://github.com/OpenAccess-AI-Collective/axolotl
https://github.com/PolyAgent/from-bytes-to-borsch/tree/main

Results



B Linguistic benchmarking: Il parts

Multiple choice questions in two
categories:

- Ukrainian history

- Ukrainian language and literature

Open questions with human-in-the-loop
evaluation according to CRUG system:

» Coherence (C): factual correctness and
coherence of the given answer.

* Relevance (R): the answer aligns with the
given instructions.

 Ukrainian (U): the response is given in the
Ukrainian language.

» Grammar (G): stylistic and grammatical
evaluation

Model History (%) | L&L (%)
GPT4 82.95 4712
Gemini 71.97 40.99
GPT3.5 52.37 26.65
MistralFT 40.16 22.86
Gemma7bFT 37.96 21.71
Gemma2bFT 28.91 20.57
Gemma7b 26.36 19.01
Model U|C|R |G| Avg
GPT 4 97 | 79 | 85 | 79 85
GPT 35 97 | 61 | 79 | 74 | 77.75
Gemini 96 | 67 | 81 | 84 82
MistralFT 89 | 7 | 18 | 49 | 40.75
Gemma7b 85|13 |45 | 35| 445
Gemma7bFT | 54 | 13 | 48 | 19 | 33.5




Follow-up



Follow-up and work in progress: towards a model with better language
capabilities

e Larger corpus training: improving general language skills
e Adding 70k new UA tokens: reducing token/word ratio

e Smart embedding initialization of new tokens: leverage existing tokens

e Training:
- Gemma-7b using JAX and model parallelism

e Hardware: 8x Nvidia Tesla A100-40Gb GPU


https://arxiv.org/abs/2305.14481

