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Motivation

High-quality Text-to-Speech (TTS) synthesis for low-resource languages like

Ukrainian depends critically on robust text preprocessing.

e Phonemization: accurate mapping of graphemes to phonemes.

e Lexical Stress Prediction: identifying the correct syllable for stress.
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Motivation

e n3epKasio [A3epKano]
e BiA3HaKa [B’ia3HaKa]

Ukrainian Ianguage e LicTaecAaT [Wispeqc aT]
e | imited Resources “mirror; honors; sixty”

e Rich Morphology

Mwu 3aBXaU Mpifv No6adunTH

e Phonological Complexity CTApPOBUHHMI 3aMOH, ane

e Non-Deterministic Stress LLIOMHO NigiMwWwaun, AK 371amaBcs

3aMOK Ha Moro aBepsx.

“We had always dreamed of seeing an
ancient castle, but as soon as we
arrived, the lock on its door broke.”



Introduction  (G2P) Related Work | Methodology  (Stress) Related Work | Methodology ~ Results ~ Conclusion  Future Work ———

Related Work - Phonemization

Ukrainian G2P is mostly rule-based.

Methods used with other languages. e . :
Common limitations of current solutions.

e Rule-based systems. .
Y e Overgeneralized rules.

e Statistical models (HMMs, joint models). . .
e Manual input fixes.

e Neural models (LSTMs, CNNs, Transformers).

Poor handling of assimilation and phonology.

Lack of public/open tools.
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Phonemization

e |IPA phonemes, 52 symbols.

left context + grapheme seq. + right context - phoneme seq.
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Phonemization

Step Rule Type Examples
1 Grapheme and digraph mapping myka — 1rayka (pike)
(2, o, €, i, b, %, m, O3, OX) sa0ayko — jabayko (apple)

cuHIO — cuHjy — cuH’y (blue)

2 Special handling of -Tbcs pobuTbcsa — pobuiia (is being done)

3 Consonant cluster reduction crymeHTc ‘Kuj — cryzenc ‘kuj (student)
HeBicTuynH — HeBicuun (daughter-in-law)

4 Voiced /voiceless consonant bopot “6a — Gopopg ‘6a (fight)
assimilation 3CHIIATH — CcHIaTH (pour)
5 Sibilant assimilation J’oryuk — j1 ouunk (pilot)

moroAuIIc “a — moromucc’a (agree)
nour i — mory i (daughter)

6 Palatalized consonant assimilation ¢ oromu’i — ¢ orom H’i (today)

7 Allophonic variation BOBK — BOyK (wolf)
risika — r’inka (branch)
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Related Work - Lexical Stress Prediction

Model Context-Aware  Supports OOV System Design
Words

Ukrainian Word Stress Partially No Dictionary

(Syvokon, 2022)

Ukrainian Accentor No Yes Model trained on

(Smoliakov, 2022) dictionary data

Accentor Transformer Yes Partially Transformer trained on

(Mykhailenko, 2023)

synthetic
dictionary-labeled corpus

Future Work
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Lexical Stress. Benchmark.

The First Lexical Stress Benchmark for the Ukrainian Language with Sentence-Level Context

Data Collection

Custom addition

Total sentences: 288

Wikipedia Corpus Pluperfect GRAC Corpus

Style: encyclopedic Styles: fiction, poetic, folklore,

and 7 more e Total sentences: 1026

e \Word Forms with at least two
stress forms in the dataset; 296
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Lexical Stress Model

Task: Train a context-aware Lexical Stress Prediction Model

Synthetic Dataset with Stress-Augmented ASR

Training Inference
e Dataset: Common Voice e Dataset:
(~60h) cleaned Voice of
e Labels: existing tools America corpus
e Model: Wav2Vec?2 (~300h)

Lexical Stress
Prediction Model

e Model:ByT5 G2P
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Results
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Results - Phonemizer

Dataset WER Notes
Manually
constructed dataset 1.23% Incorrect cases
Automatically 3.07% Incorrect cases
generated dataset
Automatically Incorrect +

6.15% :
generated dataset controversial cases
Baseline system 48.75%  Incorrect cases
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Model Sentence- Word-Level Ambiguous Unambiguous Mean-Macro F1
Level Accuracy Word Accuracy Word Accuracy (Ambiguous

Accuracy Word Pairs)

ByT5 G2P 35.3% 87.7% 58.1% 94.8% 37.2%

Uk Accentor 16.6% 73.2% 41.6% 78.7% 28.7%

Uk Accentor Transformer 26.9% 83.4% 43.7% 96.3% 32.4%

Uk Word Stress (First) 41.5% 88.7% 64.3% 98.6% 47.3%

Uk Word Stress (Skip) 32.5% 86.0% 42.3% 98.6% 35.7%

ByT5 G2P + Uk Word 52.0% 92.5% 61.0% 98.7% 46.7%

Stress (Skip)

Uk Accentor + Uk Word 48.8% 91.9% 59.1% 98.7% 46.3%

Stress (Skip)
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Conclusion

e Introduced a two-stage system.
a.Context-aware stress predictor. state-of-the-art
performance, outperforming neural baselines and
approaching dictionary-level accuracy.

b.Rule-based phonemizer: achieves 1.23% word error rate.

e Released the first public benchmark for Ukrainian sentence-level

lexical stress prediction.
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Future Work

Lexical Stress Model
o Enhance heteronym coverage in training data.

o Improve labeling accuracy via manuadl annotation.

Phonemization
o Extend to sentence-level processing.
o Add support for abbreviations and numerical expressions.

o Adapt to dialects and informal language.
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