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  Background: NER Basics   

Named Entity Recognition (NER) is a subfield of NLP that
focuses on identifying and classifying entities like people,
organizations, and locations within unstructured text data
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  Background: Applications of NER
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Data anonymization Information extraction Social media monitoring

Image sources: stickers from Canva’s Open Sticker Library.

31 July, 2025



  Background: Main Approaches to NER   
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Dominate performance
benchmarks
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  Background: Transformers   
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  Background: Challenges in Ukrainian NER   
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Data scarcity 

Image source: Visual generated by ChatGPT
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  Background: Challenges in Ukrainian NER   
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Data scarcity Complex linguistic
structure

Image source: sticker from Canva’s Open Sticker Library.Image source: Visual generated by ChatGPT
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  Related Works: Large Language Models   
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Pretrained on massive corpora → strong language understanding

out of the box

Task- and domain-agnostic → easily transferable across languages

and applications

Zero-/few-shot learning → minimizes need for costly annotated

datasets
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  Related Works: Large Language Models

10

Comparable to fully supervised baselines, better in low-resource and few-shot setups

State-of-the-art performance on few-shot NER, significant improvements on various datasets
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  Research Gaps & Objectives

Adapt large language models for NER in Ukrainian

Benchmark open-source LLMs against proprietary models.

Propose standardized evaluation pipeline for LLMs
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  Data: NER-UK 2.0 Overview   

The largest publicly available manually annotated corpus for NER in Ukrainian 

Genres: News, legal documents, procurement contracts, social media.

Entity Types: 13 categories.

Corpus Size: 560 documents, ~22k labeled entities.
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  Methodology: Experiments Set Up   
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Baseline Setting: Fine-Tuning Encoder-Only Models.

Minimal supervision: 

LLM Prompting.

Generalist models Zero-Shot.

LLM Supervised Fine-tuning.
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  Methodology: Evaluation   
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Metric: Weighed F1 Score

Strategy: Exact Matching

Framework: Spacy
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  Experiments: Model Selection   
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  Experiments: Baseline Setting   
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  Experiments: LLM Prompting Pipeline   
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  Experiments: LLM Prompting Pipeline   
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  Experiments: Generalist Models Pipeline  
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  Experiments: Generalist Models Pipeline  
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  Experiments: SFT Pipeline
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  Experiments: SFT Pipeline
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  Conclusion
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  Future Work 
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Repurposed LLMs as text encoders through modifications like

enabling bidirectional attention

Explore Reinforcement Learning from Human Feedback techniques

Expand and diversify annotated corpora
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