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Llama 4

A family of open, early fusion,
mixture-of-experts foundation models.

Meta Credit: Laurens van der Maaten Al at Meta



High-Level Overview

LLAMA 4 LLAMA 4
Scout Maverick

17B active parameters 17B active parameters

16 experts 128 experts

109B total parameters 400B total parameters

Provides 10M context length Natively multimodal

Optimized inference on single H100 with 1M context length

Credit: Laurens van der Maaten Al at Meta



LLAMA 4

High-Level Overview

Autoregressive, mixture-of-experts Transformer. Early fusion of language,
Model : : . -
images, video, and speech via specialized encoders.

Performed on up to 32K H100 GPUs across multiple buildings. Relied on

Pre—Tralnlng distillation from larger models.

Using a combination of supervised fine-tuning, reward model development,

POSt_Trammg rejection sampling, reinforcement learning, and direct preference optimization.

X Meta Credit: Laurens van der Maaten Al at Meta



LLAMA 4

Model

Decoder-only Transformer using a mixture-of-experts

INPUT Token E Self- Feedforward i E Self- Feedforward 2 OUTPUT
Multimodal tokens embeddings i attention network ' i attention network ! Text token

Credit: Laurens van der Maaten Al at Meta



LLAMA 4

Some Results

Outperforms Llama 3.1 405B on many tasks despite
only 17B active parameters

Delivers much stronger vision performance than
Llama 3.2 90B

Competitive with leading closed models such as
GPT-40 and Gemini 2.0 Pro on many tasks

Credit: Laurens van der Maaten

Category
Benchmark

Inference Cost

Cost per 1M input & output
tokens (3:1 blended)

Image Reasoning

MMMU

MathVista

Image Understanding

ChartQA

DocVQA

(test)

Coding
LiveCodeBench
(10/01/2024-02/01/2025)

Reasoning & Knowledge

MMLU Pro

GPQA Diamond

Multilingual

Multilingual MMLU

Llama 4 Maverick

$0.19-$0.49°

73.4

73.7

90.0

94.4

43.4

80.5

69.8

84.6



LLAMA 4

Capabilities

. STEM Code Visual Factuality Tool use Dc?rt::ins nL;IV
A lot of capabilities need to come together

Some of these capabilities are “vertical”

X Meta Credit: Laurens van der Maaten Al at Meta



LLAMA 4

Capabilities

A lot of capabilities need to come together
Some of these capabilities are “vertical”

Other capabilities like Multilinguality are
“horizontal”

0N Meta

STEM Code Visual Factuality

Tone & Formatting

Instruction following

Multilinguality

Multi-turn

Prof. Ul

Tool use .
Domains nav

Credit: Laurens van der Maaten Al at Meta



LLAMA 4

Capabilities

A lot of capabilities need to come together
Some of these capabilities are “vertical”

Other capabilities like Multilinguality are
“horizontal”

Successful integration requires a lot of
coordination

0N Meta

STEM Code Visual Factuality

Tone & Formatting

Instruction following

Multilinguality

Multi-turn

Prof. Ul

Tool use .
Domains nav

Credit: Laurens van der Maaten Al at Meta



LLAMA 4

Languages

Llama 4 officially supports 22 languages: English, Portuguese, Spanish,
Hindi, Hindi (romanized), French, German, Viethamese, Arabic,
Indonesian, Italian, Thai, Filipino, Croatian, Danish, Hungarian, Malay,
Polish, Romanian, Dutch, Greek and Swedish

We are continuing to extend Llama 4 to more languages

0N Meta Al at Meta
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FROM ACADEMIC TO REAL-WORLD EVALS

Importance of Evals

High-quality evaluations are crucial for hill-climbing Type Source

. . L Automatic Academic
Academic evaluations provide signal on general

capabilities but do not reflect real-world usage

0N Meta Al at Meta



FROM ACADEMIC TO REAL-WORLD EVALS

Importance of Evals

High-quality evaluations are crucial for hill-climbing Type Source

. . L Automatic Academic
Academic evaluations provide signal on general

capabilities but do not reflect real-world usage

Automatic Product

Need to complement them with evals using real-world

conversational data

0N Meta Al at Meta



FROM ACADEMIC TO REAL-WORLD EVALS

Importance of Evals

High-quality evaluations are crucial for hill-climbing

Academic evaluations provide signal on general
capabilities but do not reflect real-world usage

Need to complement them with evals using real-world
conversational data

Human evals are more reflective of user preferences
but are expensive and suffer from inter-rater variation

0N Meta

Type Source
Automatic Academic
Automatic Product

Human (preference)

Internal annotators

Human (rubric)

Product

Al at Meta



FROM ACADEMIC TO REAL-WORLD EVALS

Language Confusion

A fundamental requirement of a multilingual LLM:
understanding user intent including a user’s desired
language

Language confusion: an LLM’s inability to generate text
in the appropriate language for the conversation

0N Meta

Full-response Confusion

Prompt: gcuLmY‘ ¢S alasiul ;t,.;;}A_dc}.'ay s E‘mn padll ¢ g (&S]
Olusiyl @l ja8 3 3l

Completion: Here are some common misconceptions
about using Artificial Intelligence (Al) to enhance human
capabilities:

a. *Misconception 1: Al will replace humans**...

Line-level Confusion

Prompt: Proporciona cinco conceptos innovadores para
dispositivos de realidad aumentada aplicados a la
educacion.

Completion: Aqui are five innovative concepts for
augmented reality devices in education:
1. "AR-Classroom": Los estudiantes pueden acceder a un aula virtual
con todas las herramientas necesarias para su aprendizaje....

Word-level Confusion

Prompt: LI FYRR 30D EEZFEALT. BALVYEEZIS00XF
URAZENT - Taya— B(EVT - 8BY

Completion: .. RIEDBIERETLAICRIESNIZZENE2MIT

2otz DAVIEB DT RVIZEY . BERELLIEHA Tz, LHL.

FELELETAM BYIFFETFETRN LAY, eventually, H(EF—
R—FZEHLLMEESD..

Levels of language confusion

Al at Meta



FROM ACADEMIC TO REAL-WORLD EVALS

Language Confusion Benchmark

Dataset name Reference Nature of data |L| |D| Languages w

Aya Singh et al. (2024) Human-generated 100 500 en, tr, ar, zh, pt 9
& Dolly Singh et al. (2024) MT post-edited 100 500 hi, ru, fr, ar, es 10
g & . : . en, fr, it, de, zh, vi
s g Okapi Lai et al. (2023) Synthetic + MT 100 1.2k o, s, 3, . e, i 13

Native prompts Ours Human-generated 100 400 es, fr, ja, ko 19
s = Okapi Lai et al. (2023) Synthetic 100 1.5k L 15
§ 5 ShareGPT https://sharegpt.com/ Human-generated 100 15k L 18
O 5 Complex prompts Ours Human-generated 99 15k L 159

We create the Language Confusion Benchmark, which covers 15 typologically
diverse languages across different settings.

0N Meta




FROM ACADEMIC TO REAL-WORLD EVALS

Generation Settings

Monolingual generation: a user queries the
LLM in a given language, implicitly requesting
an answer in the same language . AR BRI TR T

Prompt Translation

= Q: How to clean and maintain chopsticks?

EO (Cémo escapar de un helicéptero atrapado en el agua?  How to escape from a helicopter stuck in water?

=

% Erkldren Sie, wie der Gini-Index berechnet wird. Explain how the Gini index is calculated.

= AARTHEHHAZHIET AL, £ &) ZHFS  What kind of education and training do peo-
Nl —=2 7%ZT50E8RH ) £Th. ple who want to become emergency workers

in Japan need to undergo?

0N Meta Al at Meta



FROM ACADEMIC TO REAL-WORLD EVALS

Generation Settings

Monolingual generation: a user queries the
LLM in a given language, implicitly requesting
an answer in the same language

Cross-lingual generation: a user explicitly
instructs a model to generate textin a
different language

0N Meta

Prompt Translation
o B]: AfAE BRI R SRR T Q: How to clean and maintain chopsticks?
20 (C6mo escapar de un helicéptero atrapado en el agua? How to escape from a helicopter stuck in water?
=
% Erkldren Sie, wie der Gini-Index berechnet wird. Explain how the Gini index is calculated.
= HARTRA EZHIET AL, D& ) LHFE S  What kind of education and training do peo-
Nl —=2 7%ZT50E8RH ) £Th. ple who want to become emergency workers
in Japan need to undergo?
Generate an essay in Korean of at least 500 words that argues in favor of regulating artificial intelligence.
?0 Respond in French. You are a medical communications expert. Please provide a summary on how pharma
.8  companies are approaching diversity and inclusion, and health inequalities globally. Focus on the general
@ approach and include information on clinical trials.
]
O Based solely on the text below: 1. Extract the statistical techniques and machine learning algorithms analysts

employ to uncover relationships and patterns within the data. 2. Generate 5 fill-in-the-blanks style questions
3. Summarize the text in 100 words [...] Reply in Turkish.

Example prompts in the Language Confusion Benchmark

Al at Meta



FROM ACADEMIC TO REAL-WORLD EVALS

Evaluation Metrics

Line-Level Pass Rate (LPR)
Percentage of model responses where all lines are identified
as the user’s desired language.

R\ Ej

LPR =
R

R = set of all responses

EL = set of responses with line-level errors

0N Meta

Al at Meta



FROM ACADEMIC TO REAL-WORLD EVALS

Evaluation Metrics

Line-Level Pass Rate (LPR)
Percentage of model responses where all lines are identified
as the user’s desired language.

R\ Ej

LPR =
R

R = set of all responses

EL = set of responses with line-level errors

0N Meta

Word-Level Pass Rate (WPR)
Percentage of model responses where all words are identified
as the user’s desired language.

R\ EL) \ Ew|
R\ EL|

EW = set of responses with word-level errors

weR =

Al at Meta



FROM ACADEMIC TO REAL-WORLD EVALS

Evaluation Results

Monolingual Generation
Even the strongest LLMs exhibit 100
some degree of language confusion

75

Some widely used LLMs (Llama 2/3 50
and Mistral) are especially affected

25

Line pass rate (%)

We use nucleus
(top-p) sampling

'\QQ"\ /\QQ’\ '\QQ’\ @,.\@ & ng“ Si /\o&o «$°° with p=0.75,
¥ o> @ & &0 > temperature T=0.3
\>fz§° O e ¢ ~ W ® & & &

0N Meta Al at Meta



FROM ACADEMIC TO REAL-WORLD EVALS

Evaluation Results

Cross-lingual Generation
Scores are lower on average in the 100
cross-lingual setting

Models with the largest degradation are
Command R and Llama 3.1

Line pass rate (%)

0N Meta Al at Meta



FROM ACADEMIC TO REAL-WORLD EVALS

Mitigation Measures

Monolingual | Cross-lingual

LPR WPR | LPR WPR

Command R Base 86.2 98.7 1.1  100.0
+ Q/A template (0O-shot) 853  99.7 | 20.9 97.0
+ 1-shot 94.1 100.0 | 90.7 98.6

[+ 5-shot 99.0 100.0 | 95.0 99.7 ]

+ English SFT 778 96.2 | 78.3 91.7
+ English pref. tuning 743 909 | 85.7 874

+ Multilingual SFT 983 955 | 78.2 90.0
+ Multi. pref. tuning 989 934 | 894 86.9
Command R 98.6 963 | 68.1 94.0
+ 1-shot 683 92.7 | 829 92.3

Effect of few-shot prompting and instruction tuning on language

0N Meta

confusion

Few-shot prompting is very effective in helping base

models deal with language confusion

Al at Meta



FROM ACADEMIC TO REAL-WORLD EVALS

Mitigation Measures

Monolingual | Cross-lingual

LPR WPR | LPR WPR

Command R Base 86.2 98.7 1.1  100.0
+ Q/A template (0O-shot) 853  99.7 | 20.9 97.0
+ 1-shot 94.1 100.0 | 90.7 98.6
+ 5-shot 99.0 100.0 | 95.0 99.7

[+ English SFT 778 96.2 | 78.3 91.7 ]

+ English pref. tuning 74.3 909 | 85.7 87.4

+ Multilingual SFT 983 955 | 78.2 90.0
+ Multi. pref. tuning 989 934 | 894 86.9
Command R 98.6 963 | 68.1 94.0
+ 1-shot 683 92.7 | 829 92.3

Effect of few-shot prompting and instruction tuning on language

0N Meta

confusion

Few-shot prompting is very effective in helping base
models deal with language confusion

English-centric post-training has a negative effect

Al at Meta



FROM ACADEMIC TO REAL-WORLD EVALS

Mitigation Measures

Monolingual Cross-lingual Few-shot prompting is very effective in helping base
models deal with language confusion
LPR WPR | LPR WPR
Command R Base 86.2 98.7 1.1  100.0
+ Q/A template (0O-shot) 853  99.7 | 20.9 97.0
+ 1-shot 94.1 100.0 | 90.7 08.6 English-centric post-training has a negative effect
+ 5-shot 99.0 1000 | 95.0 99.7
+ English SFT 778 96.2 | 78.3 91.7
+ English pref. tuning 74.3 90.9 | 85.7 87.4 Multil |SET and oref i 4 I o
s ultilingua and preference tuning reduces langua
[+ Multilingual SFT 983 955|782  90.0 ] e
+ Multi. pref. tuning 989 934 | 894 86.9
Command R 98.6 963 | 68.1 94.0
+ 1-shot 683 927 | 82.9 923

Effect of few-shot prompting and instruction tuning on language

confusion
0N Meta Al at Meta



FROM ACADEMIC TO REAL-WORLD EVALS

Real-world Language Confusion

Real-world conversations are much more complex
Many speakers code-switch and use multiple languages

The target language variety depends on the intent and context of the user:

0N Meta Al at Meta



FROM ACADEMIC TO REAL-WORLD EVALS

Real-world Language Confusion

Real-world conversations are much more complex
Many speakers code-switch and use multiple languages
The target language variety depends on the intent and context of the user:

Some varieties are not used in certain contexts, e.g., Arabizi (romanized Arabic) is not used in formal

settings (e.g., writing an email to your boss)
- Romanized variants may be used for convenience or due to lack of script support

- Users may paste snippets in other languages, ask for an explanation or translation of non-target language

text, etc

- What about non-linguistic content? &% ~\_(*V)_/~

0N Meta Al at Meta



FROM ACADEMIC TO REAL-WORLD EVALS

Bridging the Gap

We need more work that tries to bridge the gap between academic
datasets and the messiness and diversity of real-world language usage

What does this mean in practice?
- Native speakers creating data rather than using translation
- Multi-turn conversations
- Long-form responses
- Code-switching

- Metadata on language variety

0N Meta
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FROM LANGUAGES TO PEOPLE

What’s in a Language?

We usually aggregate performance on the language
level

0N Meta

Input Llama Guard

Output Llama Guard

Full Llama Guard

Capability VR FRR VR FRR VR FRR

English -76% +95% -75% +25% -86%  +102%
French -38% +27% -45% +4% -59% +29%
German -57% +32% -60% +14% Tt%  +3™%
Hindi -54% +60% -54% +14% -71% +62%
Ttalian -34% +27% -34% +5% -48% +29%
Portuguese -51% +35% -57% +13% -65%  +39%
Spanish -41% +26% -50% +10% -60% +27%
Thai -43% +37% -39% +8% -51%  +39%

Multilingual safety results of Llama 3; violation rate (VR) and
false refusal rate (FRR)

Al at Meta



FROM LANGUAGES TO PEOPLE

What’s in a Language?

We usually aggregate performance on the language
level

Assumes a ‘standard’ language; what is standard?
- British or American English?
- Brazilian or European Portuguese?
- Latin American or Castilian Spanish?

0N Meta

Input Llama Guard OutputLlama Guard Full Llama Guard
Capability VR FRR VR FRR VR FRR
English -76% +95% -75% +25% -86%  +102%
French -38% +27% -45% +4% 59% +29%
German -57% +32% -60% +14% 7% +37%
Hindi -54% +60% -54% +14% -11% +62%
Italian -34% +27% -34% +5% -48% +29%
Portuguese -51% +35% -57% +13% -65%  +39%
Spanish -41% +26% -50% +10% -60% +27%
Thai -43% +37% -39% +8% -51%  +39%

Multilingual safety results of Llama 3; violation rate (VR) and
false refusal rate (FRR)

Al at Meta



FROM LANGUAGES TO PEOPLE

What’s in a Language?

We usually aggregate performance on the language

level
Input Llama Guard OutputLlama Guard Full Llama Guard
Capability VR FRR VR FRR VR FRR
. English -76% +95% -75% +25% -86% +102%
Assumes a ‘standard’ language; what is standard? Prendh _38% +927% _45% +4% 59%  +29%
- British or American English? German -57% +32% -60% +14% 1% +3T%
- Brazilian or European Portuguese? Hm_dl -54% +60% -54% +14% % +62%
] ] o o Italian -34% +27% -34% +5% A48%  +29%
- Latin American or Castilian Spanish? Portuguese -51% 135% 57% 113% 65%  139%
Spanish -41% +26% -50% +10% -60% +27%
Thai -43% +37% -39% +8% -51%  +39%
. Multilingual safety results of Llama 3; violation rate (VR) and
Languages are not monoliths false refusal rate (FRR)

0N Meta Al at Meta



FROM LANGUAGES TO PEOPLE

What’s in a Language?

“Alanguage is a
dialect with an army
=]ale NaF-\VAVA

— Weinreich (1945)

Al at Meta



FROM LANGUAGES TO PEOPLE

The Global-Local Spectrum

Country/

World Region

Speaker

Increasing level of granularity

0N Meta

Al at Meta



FROM LANGUAGES TO PEOPLE

The Global-Local Spectrum

Communication  Language Dialect Idiolect
World Coun.t ry/ Speaker
| Region |

Increasing level of granularity

0N Meta

Al at Meta



FROM LANGUAGES TO PEOPLE

The Global-Local Spectrum

0N Meta

Communication

Information

Language Dialect Idiolect

General Local Personal-

information knowledge ization

World Coun.t ry/ Speaker
| Reglon |

Increasing level of granularity

Al at Meta



FROM LANGUAGES TO PEOPLE

The Global-Local Spectrum

Communication  Language Dialect Idiolect
. General Local Personal-

Information . . o
information knowledge ization
N General use Country- Personal-

Application g .
cases specific use ized usage
World Coun.t ry/ Speaker
| Reglon |

Increasing level of granularity

0N Meta Al at Meta



FROM LANGUAGES TO PEOPLE

The Global-Local Spectrum

[ Communication  Language ] Dialect Idiolect
. General Local Personal-
Information . . o
information knowledge ization
N General use Country- Personal-
Application g .
cases specific use ized usage
World Coun.t ry/ Speaker
| Reglon |

Increasing level of granularity

0N Meta Al at Meta



FROM LANGUAGES TO PEOPLE

Response Quality Issues

Models still face challenges in producing responses that are natural, fluent, and
contextually appropriate in under-represented languages

Errors with Llama 4 relate to grammar, formality, fluency, idiomacy, etc of the response

0N Meta Al at Meta



FROM LANGUAGES TO PEOPLE

Grammar Issues in Ukrainian

Grammatical gender

Assumes the user is masculine

'l pagnn 6auntn' (I am glad to see)
should be

'Apaga 6auntn' when useris female

'a wacnmeun' (I am happy) should be
'q wacnmea'

0N Meta

Noun and pronoun declension

Neutral singular noun declension:

'Ky MOXXHa HocuTK Ha ByxYy' (which can be worn in the
ear) should be

'Ky MOXXHa HocuTn 'y Byci' (neutral singular noun used
in locative case)

Relative pronoun declension:
‘Oyxe Baxxnneo, Wob yci Manu 4ocTyn 4O 404aTKOBUX
Martepianis, sIKi 4 NnNaHyr No4INMTUCA i Yac HaLwol
HAS ¢ H H )
3ycTpivi ‘ should be ‘matepianis, akumm ... Al at Meta



FROM LANGUAGES TO PEOPLE

Formality Issues in Ukrainian

Inconsistent use of formality
Inconsistent use of informal 'Tn' vs. formal 'BK' across responses

User: byaob nacka, koxan meHe (Please love me)
Model response (formal): A He 3moXXy gonomorT Bam i3 umm. Y MoXy s1 LONOMOITM BaM
i3 ymmocsb iHWKM? (I can't help you with that. Can | help you with something else?)

User: YynoBo, GOpTyHO, TU SIK 3aBXAW NOBEPTAELICA 40 MEHE CMUHOHO!
Model response (informal): 3gaeTbcs, WO gonda He AyXe NpuxunbHa 4o Tebe uboro pasy.
UM € woch KOHKPETHE, Lo Tebe Typbye, Y NPOCTO XO4ETLCS MOrOBOPUTU NPO XKUTTEBI

sonERYBHOLLI? Al Mets



FROM LANGUAGES TO PEOPLE

Formality Issues in Ukrainian

Incorrect forms of address

User: "Hanuwwum noBigoMneHHs KepPiBHUKY, AKMN CyBOPO LOTPUMYETLCA dOopMaribHOCTEWN, i
nonpocu BUXigHWn Ha HacTynHy n’'atHuuto.” (Write a message to your formalistic boss
and ask for the day off next Friday.)

Model: “"lLlaHoBHMI [Mpi3BuLe kepiBHUKa]!

3BepTatocsa oo Bac i3 npoxaHHAM Woa40 HagaHHA MeHi BUXIAHOMO AHA y MaTHUULO, [aaTal.
AKWo ue MoXnneo, noesigoMmTe, byab flacka, NPo CBOE PilLIEHHS.

Hakyto 3a Bawy yBary o MOro npoxaHHs.

3 nosaroto,

[Bawe im'a]" ("Dear [Manager's Last Name]! ...)

0N Meta Al at Meta



FROM LANGUAGES TO PEOPLE

Fluency Issues in Ukrainian

Fluency
Repetitive sentence structure

- 'Ui nutaHHAa moxyTb gatun yasneHHs' (‘These questions may provide insight')

- 'Ui nutaHHAa gonomoxyTb 3po3ymiTh' (‘These questions will help you understand’)
- 'Ui nuTaHHa moxyTb nokaszatn' (‘These questions can show')

- 'li nuTaHHAa moxyTb Aatn Hatsk ' ('These questions may give a hint')

0N Meta Al at Meta



FROM LANGUAGES TO PEOPLE

ldiomatic Issues in Ukrainian

Idioms and idiomatic language

User: “Hanunwmn kopoTke noBigoMneHHs apyry, Skun cymye. Bukopucrtan micuey igiomy
abo Bupas.” (Write a short message to a friend who is grieving. Use a local idiom or
expression.)

Model: “INpusit! Yy, Wwo To6i 3apas Henerko. Xo4y, o6 TV 3HaB — TU HE CaM Yy LIbOMY
mopi. "He Bce Te 30n0T0, WO 6nMWKUTL", | 3apa3 Moxe ByTn BaXKO, ane ue npovae.
Akwo Tpeba NoroBopuTH YM NPOCTO BUNUTUM Hato pa3omM — s nopyd. Tpumancsa!” (Hi! |
heard that you are having a hard time right now. | want you to know that you are
not alone in this sea. "All that glitters is not gold," and it may be hard right now, but
it will pass. If you need to talk or just have a cup of tea together, | am here. Hang in
therel!)

N Méeta Al at Meta



FROM LANGUAGES TO PEOPLE

The Global-Local Spectrum

[ Communication  Language Dialect ] Idiolect
. General Local Personal-
Information . . o
information knowledge ization
N General use Country- Personal-
Application g .
cases specific use ized usage
World Coun.t ry/ Speaker
| Reglon |

Increasing level of granularity

0N Meta Al at Meta



FROM LANGUAGES TO PEOPLE

Modern Standard Arabic vs Dialectal Arabic

Modern Standard Arabic (MSA) is the standardized literary
form of Arabic used in formal contexts

It is widely understood but not typically used in everyday
conversations

aaaaaaaaaaaaaaaaa

Arabic dialectal regions

Dialectal Arabic varieties are preferred for casual
interactions

0N Meta Al at Meta



FROM LANGUAGES TO PEOPLE

Arabic is not a Monolith

Arabic varieties are diverse and differ phonologically, morphologically, syntactically, sesmantically, and lexically

For instance, Moroccan and Egyptian Arabic are as mutually intelligible as Spanish and Romanian

Egyptian DA Sl L g8 e Al e s> I LS i
Jordanian DA C.:Mjgfdﬂ Mod s sl L) gla cas b
English I want to tell you something very good 1didn’t see that glass of water

Example Arabic sentences with 0% word overlap across three varieties

0N Meta Al at Meta



FROM LANGUAGES TO PEOPLE

MSA is the Default

LLMs prefer MSA and are reluctant to respond in dialectal Arabic (DA)

0N Meta

2 93%
(G 0%
2 84%
® 0%

. X You are still using totally MSA words. like  81%
"dhaalik" and "ayDan" and "aahkir". Talk
to me in Egyptian from now on, boss. Try
to tell me more about your interests and
hobbies in the dialect please.
@ You're right, man. Let’s ditch the MSA and  75%
continue in Egyptian. I love to help people,
and at the same time I like to read books
and learn new things. For hobbies, I love
to travel and to discover new places, and I
also love nature and wandering in it. And
in my free time I like to watch movies and
listen to music. If there’s anything you'd
like to know or ask about, let me know, pal.

Arabic conversation with GPT-4o0 translated to
English; percentages are Egyptian Arabic

dialectness scores

Al at Meta



FROM LANGUAGES TO PEOPLE

AL-QASIDA

We propose AL-QASIDA, an evaluation suite to
measure dialectal Arabic quality based on four
competencies:

- Fidelity: Can the model product the
correct DA variety in a conversation?

0N Meta

Dimension Capability Input  Output Metric
lang. lang.
o d e Monohpgual DA DA ADI2 score
Fidelity generation
Cross-h.ngual eng DA ADI2 score
generation

Evaluation data and metrics in AL-QASIDA; Arabic Dialect
Identification And Dlalectness (ADI2) is a new metric

Robinson et al. (ACL Findings 2025)

Al at Meta




FROM LANGUAGES TO PEOPLE

AL-QASIDA

We propose AL-QASIDA, an evaluation suite to
measure dialectal Arabic quality based on four
competencies:

- Fidelity: Can the model product the
correct DA variety in a conversation?

- Understanding: Does the LLM
understand prompts in the DA variety?

0N Meta

Dimension Capability Input  Output Metric
lang. lang.
0 e Monohpgual DA DA ADI2 score
Fidelity generation
Cross-h.ngual eng DA ADI2 score
generation
Understanding ITrfatnsitil;? DA eng spoLEY
oTue DA DA Human eval
following

Evaluation data and metrics in AL-QASIDA; Arabic Dialect
Identification And Dlalectness (ADI2) is a new metric

Robinson et al. (ACL Findings 2025)

ks

Al at Meta



FROM LANGUAGES TO PEOPLE

AL-QASIDA

We propose AL-QASIDA, an evaluation suite to
measure dialectal Arabic quality based on four
competencies:

- Fidelity: Can the model product the
correct DA variety in a conversation?

- Understanding: Does the LLM
understand prompts in the DA variety?

- Quality: Is the model able to model the
DA variety well?

0N Meta

Dimension Capability Input  Output Metric
lang. lang.
0 e Monohpgual DA DA ADI2 score
Fidelity generation
Cross-h.ngual eng DA ADI2 score
generation
Understanding ITrfatnsitil;? DA eng spoLEl
oTie DA DA Human eval
following
Qualit Translation eng DA spBLEU
Y Fluency DA/eng DA Human eval

Evaluation data and metrics in AL-QASIDA; Arabic Dialect
Identification And Dlalectness (ADI2) is a new metric
Robinson et al. (ACL Findings 2025)
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AL-QASIDA

We propose AL-QASIDA, an evaluation suite to
measure dialectal Arabic quality based on four
competencies:

- Fidelity: Can the model product the
correct DA variety in a conversation?

- Understanding: Does the LLM
understand prompts in the DA variety?

- Quality: Is the model able to model the
DA variety well?

- Diglossia: Can the LLM translate
between the DA variety and MSA?

0N Meta

Dimension Capability Input  Output Metric
lang. lang.
o d e Monohpgual DA DA ADI2 score
Fidelity generation
Cross-h.ngual eng DA ADI2 score
generation
Understanding ITratnslatt.lo;l DA eng spBLEU
HSHTUCHO DA DA Human eval
following
Qualit Translation eng DA spBLEU
y Fluency DA/eng DA Human eval
Diclossi Translation MSA DA spBLEU
£1ossia Translation DA MSA spBLEU

Evaluation data and metrics in AL-QASIDA; Arabic Dialect
Identification And Dlalectness (ADI2) is a new metric
Robinson et al. (ACL Findings 2025)

ks

Al at Meta



FROM LANGUAGES TO PEOPLE

Translation Results

%R R+ GPT40 Uama3 mmm SILMA ACEgpr
LLMS are mUCh better at 075 dza-eng egy - eng sau - eng syr-eng eng -»dza eng - egy eng - sau eng - syr
translating from DA varieties o 0501 - | - 1a° - - o .
] e .
. % 0.25 1 1 4 1 . 1 . 1 i1’
than into them I I | I I I I [ |
0.00 . . . . . . . - 1E I : 18
£ D % O % O % £ O % O % O %
& & O & O, & O, & SN & O, SN
X $ S $ $

Results for DA—English translation (bars: SpBLEU; marks: chrF)
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Translation Results

LLMs are much better at
translating from DA varieties
than into them

DA—MSA scores are low in the
Basic Traveling Expression
Corpus (BTEC) genre and rarely
outperform the copy baseline for
FLORES

0N Meta

#R 1 ¥R+ GPT40 Uama3 mm SILMA ACEger
dza-eng egy - eng sau-eng syr-eng eng -»dza eng - egy eng - sau eng - syr
b WL | b AR e o] L) M Gl
B O % O % O % B D % D % PN 2
% @ % @ % @ % % ® % ® % @ %
$ $ S Ny Ny S

Results for DA—English translation (bars: SpBLEU; marks: chrF)

dza-msa egy - msa sau - msa syr- msA Kmsa —dza msa - egy msa - sau msa - syr
0.75 4 1 1
@ e @ .
S 0.50 1 1 1 e L
H . s T O . o L Lt apesseses . 2
000 PR eee .i..:l.- I "I-'I]~' I -.‘;-I]-- | o e "II" ] .'..:I” ! -----'-l-- VI
P P % P % SN P % P % P %
\ < % < % ® % \ e T % ® %, & %,
& X) & X3 X3

~

J

Results for DA«—~MSA translation (bars: SpBLEU; marks: chrF;
dotted line: copy source)
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Human Evaluation Results

Adequacy (MT only)
few shared semantic [ half or part of semantic
themes with source information of source
sentence

EGYPTIAN Fluency

n disfl
some fluent elements, are glaring or inhibit

mostly ngkﬂuent understandi
L] e

Dialect fidelity

mixture of requested
dialect and MSA or
h__anothetdiale

response fulfills half or part of user
request

Command R+ and GPT-40 produce responses that are fluent, adequate,
and adhere to instructions but are mostly not in the right DA variety

LLMs’ DA understanding outperforms their DA generation ability—a
reversal of the Generative Al Paradox (West et al., 2024)
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Improving Dialect Fidelity

Few-shot prompting improves
dialect fidelity across language
varieties

However, there is still large room
for improvement

0N Meta

Algerian Egyptian Syrian Saudi
== (-shot == 5-shot == (-shot == 5-shot == 0-shot == 5-shot == 0-shot == 5-shot
Cohere Cohere Cohere Cohere
04 04 i 0.2 .10
Okapi g  ShareGPT Okaplrﬁzi,_sxhareGPT Okapl/a,j . ShareGPT Ol(apg05 ShareGPT
04 (00, /0000 \ 000
= Tweets \_—~  BTEC Tweets— BTEC Tweets BTEC
Tweets BTEC
songs Songs FLORES Songs FLORES Songs FLORES

Command R+ ADI2 scores with O-shot and 5-shot prompting
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The Global-Local Spectrum

Communication  Language Dialect Idiolect
. General Local Personal-

Information . . o
information knowledge ization
N General use Country- Personal-

Application g .
cases specific use ized usage
World Coun.t ry/ Speaker
| Reglon |

Increasing level of granularity
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Cultural Biases in Translated Datasets

Many multilingual evaluations rely on
translating popular English benchmarks.

This often results in “translationese” but
also biases towards models trained with
Western-centric data.

These cultural biases pose significant

challenges for their effectiveness as
global benchmarks

0N Meta

MMLU (Massive Multitask Language Understanding)

Introduced by Hendrycks et al. in Measuring Massive Multitask Language Understanding

MMLU (Massive Multitask Language Understanding) is a new benchmark designed to measure knowledge acquired
during pretraining by ing models ively in zero-shot and few-shot settings. This makes the benchmark

more challenging and more similar to how we evaluate humans. The benchmark covers 57 subjects across STEM, the
humanities, the social sciences, and more. It ranges in difficulty from an elementary level to an advanced professional
level, and it tests both world knowledge and problem solving ability. Subjects range from traditional areas, such as
mathematics and history, to more specialized areas like law and ethics. The granularity and breadth of the subjects
makes the benchmark ideal for identifying a model’s blind spots.

Benchmarks e Usage &
1000

Trend Task Dataset Variant Best Model Paper Code »
2
Multi-task Language Understanding MMLU Claude 3.5 Sonnet ] ? 500

Text Generation MMLU (5-Shot) MultiVerse_70B <
o

@ Edit

2020 2021 2022 2023 2024
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Cultural Biases in Translated Datasets

QO Meta

Professional Accounting

“Under the Sales Article of the UCC, which of
the following circumstances best describes how
the implied warranty of fitness for a particular
purpose arises in a sale of goods transaction?”

A: The buyer is purchasing the goods for a
particular purpose and is relying on the seller’s skill
or judgment to select suitable goods.

B: The buyer is purchasing the goods for a
particular purpose and the seller is a merchant in
such goods.

[...]
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Cultural Biases in Translated Datasets

QO Meta

Professional Accounting

High School US History

“Under the Sales Article of the UCC, which of
the following circumstances best describes how
the implied warranty of fitness for a particular
purpose arises in a sale of goods transaction?”

A: The buyer is purchasing the goods for a
particular purpose and is relying on the seller’s skill
or judgment to select suitable goods.

B: The buyer is purchasing the goods for a
particular purpose and the seller is a merchant in
such goods.

[...]

“This question refers to the following
information: ‘Some men look at constitutions
with sanctimonious reverence, and deem them
like the ark of the covenant, too sacred to be
touched |[.....]

Which of the following best describes a
contributing factor in the crafting of the United
States Constitution?”

A: The weaknesses of the Articles of Confederation
led James Madison to question their efficacy and
prompted a formation of the Constitutional
Congress in 1787.

[...]
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Global MMLU i )

-/ MMLU Annotated (MA)

4 )

Y Culturally Sensitive (CS)

We conduct a large-scale cultural bias study on MMLU (7 cuturaiknowieage )

( #7  Regional Knowledge )

Goal: Identify culturally sensitive (CS) % and culturally (L ® oisectknowtecge )/

\_
agnostic (CA) /]! subsets of MMLU (L comvonyargomercn )
\ J
4 N [ N
/ Cultural Knowledge oreaTal #  Regional Knowledge  coemmentaroities 1% @ Dialect Knowledge Micrascanom s (45

Which of the following statements does NOT
accurately describe voting behavior in
the United States?

Opportunity costs or implicit costs of a

A person in the pseudoindependent stage of i = .
Mom & Pop"-owned business are:

White racial identity is currently

Singh et al.
(ACL 2025)
2o

Developing an awareness of the role of Whites in

S @ [Reglstered voters between the ages of 35 and 45 are more equal to accounting costs.

likely to vote than are those under the age of 21.

Unaware of race and racism equal to accounting profits.

@ [ equal to earnings or profits that could have occurred ]

is less likely to vote than a high school dropout.

@ [Registered voters are more likely to vote in general

own biases elections than they are in primary elections.

using resources elsewhere.

Attempting to resolve moral dilemmas associated
with an awareness of race and racism

« J_JC_JL_J

@ A registered voter who has attained his or her GED ]

@ [ Exploring what it means to be White and confronting

@ More women than men have voted in every equal to earnings or profits that occurred for
presidential election since 1980. Mom & Pop's business.

U N A 4
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Inter-annotator Agreement

- Each sample was annotated by at least 3 annotators—observed high inter-annotator
agreement for cultural sensitivity annotations across most subjects

- Unanimous agreement for Anatomy
- 6 subjects showed disagreement including Moral Scenarios and High School US History
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Finding 1: 28% of MMLU requires cultural
context to be answered correctly.

Regional knowledge was the most frequently tagged bias, at 54.7%, followed by cultural (32.7%)
and dialect (0.5%).

10.6% needed both cultural and regional knowledge, and 1.5% required all three.

100 -7~5 7
M _ (O Cultural
- ] A~ () Dialect
1 M —~ C] Regional
|| L AN (O Multi-label

[D

Percentage of Samples (%)
|

5 © O O & PR > > . > O > © O ) J > O D O O QD O QD
c'$°o &S H@‘:) &L & OQ@\b é‘& Q"& @o&@% J é\d&@b\ O"'*@‘L’ o\o@' & é\\‘,o C),\\d O Q.gi‘)‘ 1}\6 @(\"VQ & & Q/@c "\Q‘:: & 6@1’: O\OQ ‘\@ & \‘é@ & O@* & E & <° \\g{—; & :}2&) &
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Finding 2: 85% of the questions with cultural
context require Western-centric knowledge.

0N Meta

Percentage of Samples (%)

100

80

60

40

20

86.5%
64.5%
20.4%
10.3%

23%  1.6% 9 40% 31% 27% 139 9 9
0 0.8% L D e 1.3% 11% 0.7% 0.7%
North Europe Asia Africa South Australia Western South Eastern Middle Latin  African Indegeous Other

America America & Oceania Asia Asia Eastern American

Region Tag Culture Tag

Al at Meta



FROM LANGUAGES TO PEOPLE

Finding 3: Culture-specific knowledge is
overrepresented for certain countries.

0N Meta

Percentage of Samples (%)

100

80

60

40

20

Western Cultures

Asian Cultures

Middle Eastern Cultures

73.9
59.0
375
25.0
179 179
&5 125 125 12.5
— 51 35 59 26 2.6 ‘ H ’ ’
QDGDDQEQQ = —— 00 0.0
& oo o & o & e L & @ LS O S S D o
& Sy &@@&é & L)Q@“@‘,a,@“ O I T & & AR P R S AN
OQ/ X
(_)0

Al at Meta



FROM LANGUAGES TO PEOPLE

Finding 4: Cultural sensitivity varies
considerably across subjects.

Questions from Humanities and Social Sciences frequently required cultural or regional
knowledge, while those from the STEM & Medical generally did not.
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The Global-Local Spectrum: Conclusion

Communication ( Language Dialect Idiolect
. General Local Personal-
Information . . o
information knowledge ization
N General use Country- Personal-
Application g .
cases specific use ized usage
World Coun.t ry/ Speaker
| Reglon |

Increasing level of granularity

Most research has focused on the world level of the spectrum
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The Global-Local Spectrum: Conclusion

Communication ( Language Dialect Idiolect
. General Local Personal-
Information . . o
information knowledge ization
N General use Country- Personal-
Application g .
cases specific use ized usage
World Coun.t ry/ Speaker
| Reglon |

Increasing level of granularity

Most research has focused on the world level of the spectrum

Some work on the country level (AL-QASIDA, Global MMLU and others)
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00 Meta MultiLoKo
A Multilingual Local Knowledge benchmark for LLMs spanning 31 languages

The benchmark

. 500 locally relevant questions for 30 languages + English
+  Separately sourced for each language and written by humans Gemini 20 flash
. 50/50 split over a public dev set and a secret ood test set (hosted on Kaggle Benchmarks) e

GPT4-0

c Human- and machine translated to English and vice versa to allow parallel comparisons Uama 3.1 4058 Chat

Llama 3.1 70B

Claude 3.5 Sonnet

Llama 3.1 70B Chat

Research questions pirel 22

0 How well do models answer challenging sourced from-scratch questions across languages? Quen2.5 728

J Does knowledge generalise across languages? —not as much as we’d want! e xzze

+  Can we get away with machine rather than human translations?
How important is local sourcing?

N Qwen2.5 72B instruct
Not great, highest average EM

< 35 & the gap between best
Differences

and worst language is large J
betweens

locally oaa Rank correlation S§or<.3 differencgs are larg(_e, buF language
sourced and 10 [ Ianguage difficulty difficulty rankings are quite highly correlated
translated s I I j [ [ ] I Gemini 2.0 Flash 0.54

Important.

-
- v} Llama 3.1 405B 0.65
English £ sk o [ l l GPT4-0 0.64 "
data are o 0 - Llama 3.1 405B Chat 0.70 Model R minA maxA avgA
>
large £ . Llama 3.1 708 0.60 Gemini 2.0 Flash 080 -1000 2160 435 "
© Claude 3.5 Sonnet 0.84 Llama 3.1 405B 083 -440 1880 582
g Llama 3.1 70B Chat 0.68 GPT4-0 085 600 2160 446 ) [
= =10 Mixtral 8x22B 0.86 Llama 3.1 405B Chat 0.80 -1040 2240 3.08 = 1 l
Qwen2.5 72B 0.45 Llama 3.1 70B 077 760 2200 459 : l I I l I I
-15 3 i3 Claude 3.5 Sonnet 090 -9.60 20.80 284 s
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https://www.kaggle.com/benchmarks/metaresearch/multiloko

00O Meta BOUQUET sl:*

dataset, Benchmark and Open initiative for Universal QUality Evaluation in Translation
What? How?
Building an open source evaluation dataset
for massively multilingual text-to-text
machine translation systems.

Provide your language translation choosing the
source you feel more comfortable with, including
English, Egyptian Arabic, Mandarin Chinese, German,
French, Hindi, Indonesian, Russian or Spanish.

Start Contributing

[=]

Design principles

Not English-centric

Covering diverse domains and registers
Created, not crawled, not generated by LLM

Extensible, with easily reproducible structure

ok 0N -

Annotated with contextual information

[=]:

M Omnilingual team et al, https://arxiv.org/pdf/2502.04314



Multilingual Evaluation Benchmarking
with Regional Context

L= Q@ e
Academic Professional Occupational
Exams Certifications Licenses

F} Arts & Humanities
&« Social Sciences
200 Languages ul Business & Commerce

< STEM

% Health oriented education

N4

g Massive Multilingual Benchmark

Research Questions

Cross-lingual transfer

Do the characteristics of a language transfer more
effectively to other topologically similar languages?

Language - Knowledge bias

Do LLMs accurately capture the regional
knowledge of the language they are prompted with?

Data contamination

Is there evidence of benchmark contamination in LLMs?

Romanou et al. "INCLUDE: Evaluating multilingual language understanding with regional knowledge.” ICLR 2025
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The Global-Local Spectrum: Conclusion

Communication ( Language Dialect Idiolect
. General Local Personal-
Information . . o
information knowledge ization
N General use Country- Personal-
Application g .
cases specific use ized usage
World Coun.t ry/ Speaker
| Reglon |

Increasing level of granularity

Most research has focused on the world level of the spectrum

Some work on the country level (AL-QASIDA, Global MMLU and others)

Not much work on the speaker level and country-specific use cases
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Depth of Multilingual NLP

Multilingual NLP is about breadth and depth:
- breadth in the number of languages
- depthin the complexity of each language
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Depth of Multilingual NLP

Multilingual NLP is about breadth and depth:
- breadth in the number of languages
- depthin the complexity of each language

LLMs are powerful enough that we can go beyond surface-level language

knowledge
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Depth of Multilingual NLP

Multilingual NLP is about breadth and depth:

LLMs are powerful enough that we can go beyond surface-level language
knowledge

We can aim for LLMs to understand the nuances of each language variety:

0N Meta

breadth in the number of languages
depth in the complexity of each language

Does the model use slang correctly?
Does the model employ an appropriate level of formality?
Are cultural references appropriate?

Does the model understand and use humor appropriate for the locale? i

Does the model understand and use idiomatic expressions correctly?
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Technical Challenges

| — — ; -— [ 2
S

Annotation: how we can annotate nuanced behaviorin a
scalable and reliable way across languages?
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Technical Challenges

Annotation: how we can annotate nuanced behaviorin a
scalable and reliable way across languages?

Evaluation: how can we reliably evaluate nuanced behavior?
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Technical Challenges

Annotation: how we can annotate nuanced behaviorin a
scalable and reliable way across languages?

Evaluation: how can we reliably evaluate nuanced behavior?

Training: how do we optimize such nuanced behavior at scale?

0N Meta Al at Meta
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Building for People

Think about how LLMs can be most useful to a speaker in their local context
Where do current LLMs struggle or break down?

What are use cases are not covered or not possible with current LLMs?
What information and type of interaction is necessary?

Go deep (focus on a language variety and use case) and then
go wide (make it scalable to more languages)

0N Meta
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Thank you!
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